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Motivation
Scope
Progress
End game & Installation
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CDF Run IIb TDR
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Specs

RunIIa Run IIb
Rate: 300Hz 1kHz

Event size: 250kB 500kB

Throughput: 75MB/s 500MB/s
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Current Event Builder

Replace



Milestones

Sept 2003 switch technology choice,
place order for final system switch

Jan 2004 arrival of final system switch,
install test stand

Run IIb Event Builder UpgradeRun IIb Event Builder Upgrade
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Cisco GbE switch selected and installed

“Complete overkill”



Milestones

Sept 2003 switch technology choice,
place order for final system switch

Jan 2004 arrival of final system switch,
install test stand

May 2004 SCPU choice,
place order for final system SCPUs,
complete code design

Sept 2004 arrival of final system SCPUs,
code skeleton complete,
start of testing during Summer shutdown

Run IIb Event Builder UpgradeRun IIb Event Builder Upgrade
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Single board computers to 
read out VME crates

20 boards ordered and 
received

Read/send rate of 36-40 
MB/s over VME backplane 
achieved, exceeding 30 MB/s 
spec
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All hardware now in hand
Gigabit switch (1)
new SCPUs  (20)

Additional test stand hardware
16 PCs acting as “Level 3”
Cisco 3750 switch

We are also upgrading Level 3 Converter Nodes (16 nodes) 
and Output Nodes (8 nodes)

Purchase order is being placed

VRB crate 
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Summer 2004 Shutdown Milestones

Oct 1 2004 Small test
1 new SCPU
dummy Level 3
limited Run Control interface
no interface to Trigger Manager

Nov 1 2004 Medium test
several new SCPUs
dummy Level 3
functional Run Control interface
functional Trigger Manager interface

Dec 1 2004 Large test
all SCPUs 
full Level 3
full Run Control interface
full Trigger Manager interface
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Extensive code design 
(http://mit.fnal.gov/~klute/design/)

Real implementation 
(https://www-cdfonline.fnal.gov/cgi-

bin/cvsweb.cgi/cdfevb2/) 

http://mit.fnal.gov/~klute/design/
https://www-cdfonline.fnal.gov/cgi-bin/cvsweb.cgi/cdfevb2/
https://www-cdfonline.fnal.gov/cgi-bin/cvsweb.cgi/cdfevb2/
https://www-cdfonline.fnal.gov/cgi-bin/cvsweb.cgi/cdfevb2/


Milestones

Sept 2003 switch technology choice,
place order for final system switch

Jan 2004 arrival of final system switch,
install test stand

May 2004 SCPU choice,
place order for final system SCPUs,
complete code design

Sept 2004 arrival of final system SCPUs,
code skeleton complete,
start of testing during Summer shutdown

Jan 2005 completion of Shutdown testing
May 2005 code complete, 

system ready for installation
Sept 2005 Run IIb Event Builder installed

Run IIb Event Builder UpgradeRun IIb Event Builder Upgrade
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CDF-7327

Our bandwidth limit will be the VME backplane
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Achiev[ed/able] rates

(code currently in flux)
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Projected Event Size through DAQ (sans Silicon) VRB crates

Error bars show RMS, 
not uncertainty on the mean

(300 kB / 6 DAQ crates) / (30 MB/sec VME readout) = 1.7 ms → 600 Hz

(300 kB / 12 DAQ crates) / (30 MB/sec VME readout) = 0.8 ms → 1.2 kHz
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We are therefore adding 6 extra DAQ VRB crates

Cost: ≈ 40 k$

6 VMIC 7805 boards at $2700 each =  16 k$

4 Rittal VIPA crates at $4000 each =   16 k$

Misc infrastructure (power cables)  ~   10 k$

We are also rearranging Silicon VRB crates to balance load
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Committee recommendations:

1.  Optimize code

We are concentrating on optimization while 
completing the full functionality of the system.  Last 
week we eliminated two of two time-consuming copies of 
data in memory, and we are beginning to bundle 
messages for increased speed.

2.  Error handling

We are adding dumps of event information when 
an error is seen.  Our design will handle most errors with 
a “HRR” (CDF jargon), which costs a few seconds.
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Committee recommendations:

3.  Commissioning and operations

We have added hardware to the VRB crates so that 
switching between new and old systems costs ~ 15 min

We will be conducting tests with the CDF DAQ this 
Spring, using our test stand to ensure good use of this time 

New personnel (2 graduate students, 1 postdoc) are 
being brought on board to learn system, carry pager

4.  Additional VRB crates

We are adding 6 additional DAQ VRB crates to the 
system, and are rearranging Silicon VRBs.
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SummarySummary
(1 of 2)(1 of 2)

• All hardware is in hand

• Significant progress in code development

• Desired rates have been demonstrated

• Combination of 
• current CDF event builder expertise  (Steve Tether)
• existing DO event builder expertise  (Ron Rechenmacher)
• young blood  (Markus Klute)

has proven valuable 

• Thanks to many involved in the CDF DAQ and operations
Frank, JJ, Bill, Steve, Peter, Pat, Cheng-Ju, Rob, Dervin,

and others
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SummarySummary
(2 of 2)(2 of 2)

• We are on target for completion by May-Aug 2005

• Possibility exists to install before Summer Shutdown 2005  

• Quick swap between old and new systems enables 
commissioning of new system during hours without beam 
over the next few months

• We will use (occasional) access to the CDF DAQ to do this 
commissioning

Looking forward to a tripling of rate 
and sextupling of throughput into CDF Level 3


